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Abstract. Problems relating to the computation of isogenies between
elliptic curves defined over finite fields have been studied for a long time.
Isogenies on supersingular elliptic curves are a candidate for quantum-
safe key exchange protocols because the best known classical and quan-
tum algorithms for solving well-formed instances of the isogeny problem
are exponential. We propose an implementation of supersingular isogeny
Diffie-Hellman (SIDH) key exchange for complete Edwards curves. Our
work is motivated by the use of Edwards curves to speed up many crypto-
graphic protocols and improve security. Our work does not actually pro-
vide a faster implementation of SIDH, but the use of complete Edwards
curves and their complete addition formulae provides security benefits
against side-channel attacks. We provide run time complexity analysis
and operation counts for the proposed key exchange based on Edwards
curves along with comparisons to the Montgomery form.
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1 Introduction

According to our current understanding of the laws of quantum mechanics, quan-
tum computers based on quantum phenomena offer the possibility of solving
certain problems much more quickly than is possible on any classical computer.
Included among these problems are almost all of the mathematical problems
upon which currently deployed public-key cryptosystems are based. NIST has
recently announced plans for transitioning to post-quantum cryptographic pro-
tocols, and organized a standardization process for developing such cryptosys-
tems [9]. One of the candidates in this process is Jao and De Feo’s Supersingular
Isogeny Diffie-Hellman (SIDH) proposal [14], which is based on the path-finding
problem in isogeny graphs of supersingular elliptic curves [8, 10]. Isogenies are



a special kind of morphism of algebraic curves, which have been studied exten-
sively in pure mathematics but only recently proposed for use in cryptography.
We believe isogeny-based cryptosystems offer several advantages compared to
other approaches for post-quantum cryptography:

– Their security level is determined by a simple choice of a single public pa-
rameter. The temptation in cryptography is always to cut parameter sizes
down to the bare minimum security level, for performance reasons. By re-
ducing the number of security-sensitive parameters down to one, it becomes
impossible to accidentally choose one parameter too small in relation to the
others (which harms security), or too large (which harms performance).

– They achieve the smallest public key size among those post-quantum cryp-
tosystems which were proposed to NIST [30, Table 5.9].

– They are based on number-theoretic complexity assumptions, for which there
is already a large base of existing research, activity, and community expertise.

– Implementations can leverage existing widely deployed software libraries to
achieve necessary features such as side-channel resilience.

Relative to other post-quantum candidates, the main practical limitation of
SIDH currently lies in its performance which requires more attention from cryp-
tographic engineers.

The majority of speed-optimized SIDH implementations (in both hardware
and software platforms) use Montgomery curves [12, 16, 11, 14, 13, 2, 1, 22, 17, 23,
26, 25, 32, 24], which are a popular choice for cryptographic applications due to
their fast curve and isogeny arithmetic. Only [27] is an exception as it consid-
ers a hybrid Edwards-Montgomery SIDH scheme that still uses isogenies over
Montgomery curves. Alternative models for elliptic curves have been studied for
fast computation such as Edwards curves, whose complete addition law presents
security and speed benefits for the implementation of various cryptographic pro-
tocols. Edwards curves and Montgomery curves share many characteristics, as
there is a birational equivalence between the two families of curves. Edwards
curves remove the overhead of checking for exceptional cases, and twisted Ed-
wards form removes the overhead of checking for invalid inputs. In this paper, we
study the possibility of using isogenies of Edwards curves in the SIDH protocol,
and study its potential speed and security benefits. Our results indicate that
although Montgomery curves are faster for SIDH computations, the complete-
ness of Edwards curves formulae provides additional security benefits against
side-channel attacks. Since SIDH is still in its infancy, it is unclear if exceptional
cases could be used as the basis for a side-channel attack, but in any case our
EdSIDH implementation defends against this possibility.

Our contributions can be summarized as follows:

– We propose EdSIDH: fast formulas for SIDH over Edwards curves.
– We investigate isogeny formulas on projective and completed Edwards forms.
– We propose fast formulas for Edwards curve isogenies of degree 2, 3, and 4.

The rest of the paper is organized as follows: In the rest of this section, we
provide preliminaries of Edwards curves and review the SIDH protocol. In Sec-
tion 2, we provide new formulae for a key exchange scheme based on Edwards



curves. In Section 3, we present fast equations for EdSIDH arithmetic and an-
alyze their running time complexity in terms of operation counts. In Section 4,
we analyze the complexity of incorporating our Edwards arithmetic in SIDH.
Finally, we conclude the paper in Section 5.

Independent work on fast isogeny formulas for Edwards curves was done in
[19].

1.1 The Edwards Form

In 2007, Edwards introduced a new model for elliptic curves [15] called Ed-
wards curves. Twisted Edwards curves are a generalization of Edwards curves,
with each twisted Edwards curve being a quadratic twist of an Edwards curve.
Twisted Edwards curves are defined by the equation Ea,d : ax2 +y2 = 1 +dx2y2

over a field K, with d 6= 0, 1; a 6= 0. When a = 1, the curve defined by Ea,d is an
Edwards curve.

The isomorphism (x, y) 7→
(
x√
a
, y
)

maps the twisted Edwards curve Ea,d to

the isomorphic Edwards curve E1,d/a, with the inverse map given by (x, y) 7→
(
√
ax, y) [4]. Over finite fields, only curves with order divisible by 4 can be

expressed in the (twisted) Edwards form.
The group addition law on twisted Edwards curves is defined by:

(x1, y1) + (x2, y2) =

(
x1y2 + x2y1

1 + dx1x2y1y2
,
y1y2 − ax1x2
1− dx1x2y1y2

)
, (1)

with identity element (0, 1). If a
d is not a square in K, then the twisted Edwards

addition law is strongly unified and complete: it can be used for both addition
and doubling, and has no exceptional points. Additionally, when this is the case,
the curve Ea,d has no singular points. These properties of Edwards curves have
in the past proved valuable, and have been used for simpler implementations and
protection against side channel attacks in various cryptographic protocols [6].

However, if ad is not a square, then Ea,d has only one point of order 2, namely
(0,−1) [5, Theorem 3.1]. As we will see later, the SIDH protocol is based on the
repeated computation of 2-isogenies (with the private key defined as a point of
order 2k). As such, a unique point of order 2 would compromise the scheme’s
security, which means we must consider curves where a

d is a square in K. In the
next section, we consider the additional points that occur when a

d is a square,
and present curve embeddings that allow us to desingularize these points.

In the case where a
d is not a square, it is often useful to consider the dual

addition law for Edwards curves:

(x1, y1) + (x2, y2) 7→
(
x1y1 + x2y2
y1y2 + ax1x2

,
x1y1 − x2y2
x1y2 − y1x2

)
. (2)

The addition law and dual addition law return the same value if both are
defined. Additionally, for any pair of points on a twisted Edwards curve, at least
one of the two addition laws will be defined.



1.2 Projective Curves and Completed Twisted Edwards Curves

If ad is a square in K, then there are points (x1, y1), (x2, y2) on the curve Ea,d for
which (1− dx1x2y1y2)(1 + dx1x2y1y2) = 0 and the group law is not defined. We
can embed the curve into projective space, add new singular points at infinity
and generalize the group law to work for the new embedding, as is often done.
We consider two representations of points on twisted Edwards curves, namely
projective coordinates and completed coordinates.

The projective twisted Edwards curve is defined by aX2Z2 + Y 2Z2 = Z4 +
dX2Y 2. The projective points are given by the affine points, embedded as usual
into P 2 by (x, y) 7→ (x : y : 1), and two extra points at infinity, (0 : 1 : 0) of
order 4, and (1 : 0 : 0) of order 2. A projective point (X : Y : Z) corresponds to
the affine point (x, y) = (XZ ,

Y
Z ). Adding a generic pair of points takes 10M +

1S + 1A+ 1D operations, and doubling takes 3M + 4S + 1A operations [5].

The completed twisted Edwards curve is defined by the equation:

Ēa,d := aX2T 2 + Y 2Z2 = Z2T 2 + dX2Y 2 (3)

The completed points are given by the affine points embedded into P1 × P1 via
(x, y) 7→ ((x : 1), (y : 1)), and up to four extra points at infinity, ((1 : 0), (±

√
a
d :

1)) and ((1 : ±
√
d), (1 : 0)) [7]. The affine equivalent of a completed point

((X : Z), (Y : T )) is given by (x, y) = (XZ ,
Y
T ).

If P1 = ((X1 : Z1), (Y1 : T1)) and P2 = ((X2 : Z2), (Y2 : T2)), then the group
law is defined as follows:

X3 = X1Y2Z2T1 +X2Y1Z1T2 X ′3 = X1Y1Z2T2 +X2Y2Z1T1,

Z3 = Z1Z2T1T2 + dX1X2Y1Y2 Z ′3 = aX1X2T1T2 + Y1Y2Z1Z2,

Y3 = Y1Y2Z1Z2 − aX1X2T1T2 Y ′3 = X1Y1Z2T2 −X2Y2Z1T1,

T3 = Z1Z2T1T2 − dX1X2Y1Y2 T ′3 = X1Y2Z2T1 −X2Y1Z1T1.

Hence we have X3Z
′
3 = X ′3Z3 and Y3T

′
3 = Y ′3T3, with either (X3, Z3) 6= (0, 0) and

(Y3, T3) 6= (0, 0) or (X ′3, Z
′
3) 6= (0, 0) and (Y ′3 , T

′
3) 6= (0, 0). We set P1 + P2 = P3,

where P3 is either ((X3 : Z3), (Y3 : T3)) or ((X ′3 : Z ′3), (Y ′3 : T ′3)), depending
on which of the above equations holds. With the identity point ((0 : 1)(1 : 1)),
the above defines a complete set of addition laws for complete twisted Edwards
curves. This result formalizes the combination of the affine and dual addition
law into a single group law.

The following result from Bernstein and Lange in [7] allows us to categorize
pairs of points for which each addition law is defined:

When computing the result of P +Q, the original addition law fails exactly
when P − Q = ((1 : ±

√
d), (1 : 0)) or P − Q = ((1 : 0), (±

√
a/d : 1)). By

the categorization of points of low even order from [5], the original addition law
fails when P −Q is a point at infinity of order 2 or 4. In particular, the original
addition law is always defined for point doubling, as P −P = O, which has order
1.



The dual addition law fails exactly when P − Q = ((1 : ±
√
a), (0 : 1)) or

P − Q = ((0 : 1), (±1 : 1)). In particular, the dual addition law fails exactly
when P −Q is a point of order 1, 2 or 4 and is not a point at infinity.

We can use this categorization results to minimize the number of times we
need to use the addition law for completed Edwards curves by considering order
of the pairs of points involved in each section of the EdSIDH protocol.

1.3 Isogenies and Isogeny Computation

Isogenies are defined as structure preserving maps between elliptic curves. They
are given by rational maps between the two curves, but can be equivalently
defined by their kernel. If this kernel is generated by a point of order `, then the
isogeny is known as an `-isogeny. In [31], Vélu explicitely showed how to find the
rational functions defining an isogeny for an elliptic curve in Weierstrass form,
given the kernel F .

The computation of isogenies of large degree can be reduced to the compu-
tation of smaller isogenies composed together, as described in [14]. For instance,
consider computing an isogeny of degree `e. We reduce it to e computations
of degree ` isogenies by considering a point R ∈ E of degree `e that gen-
erates the kernel. We start with E0 := E,R0 := R and iteratively compute
Ei+1 = Ei/〈le−i−1Ri〉, φi : Ei → Ei+1, Ri+1 = φi(Ri), using Vélu’s formulas to
compute the `-isogeny at each iteration.

1.4 A review of Isogeny-Based Key-Exchange

Fix two small prime numbers `A and `B and an integer cofactor f , and let p be
a large prime of the form p = `eAA `eBB f ± 1 for some integers eA, eB . Let E be a
supersingular elliptic curve defined over Fp2 which has group order (`eAA `eBB f)2.
All known implementations to date choose `A = 2, `B = 3 and f = 1, although
other choices of `A, `B are possible. Public parameters consist of the supersin-
gular elliptic curve E, and bases {PA, QA} and {PB , QB} of E[`eAA ] and E[`eBB ]
respectively. During one round of key-exchange, Alice chooses two secret, ran-
dom elements mA, nA ∈ Z/`eAA Z, not both divisible by `A, and computes an
isogeny φA : E → EA with kernel KA := 〈[mA]PA, [nA]QA〉. She also computes
the image φA(PB), φA(QB) of the basis {PB , QB}. Similarly, Bob selects ran-
dom elements mB , nB ∈ Z/leBB Z, and computes an isogeny φB : E → EB with
kernel KB := 〈[mB ]PB , [nB ]QB〉, along with the points φB(PA), φB(QA). Af-
ter receiving EB , φB(PA), φB(QA), Alice computes an isogeny φ′A : EB → EAB
with kernel 〈[mA]φB(PA), [nA]φB(QA)〉. Bob proceeds similarly to obtain a curve
EBA that is isomorphic to EAB . Alice and Bob then use as their shared secret
the j-invariant common to EBA and EAB . For more about the key exchange
based on isogenies, please refer to [14].



2 EdSIDH

In this section, we provide even and odd isogenies over Edwards curves and
propose a new formulation for SIDH, which we call EdSIDH moving forward.
Here, we use M,S,C to refer to the cost of a multiplication, squaring, and
multiplication by a curve constant in Fp2 . We will also use R to refer to the cost
of a square root, and I to the cost of an inversion. As is usually done, we ignore
the cost of addition and subtraction as the cost is significantly smaller than the
cost of multiplication and inversion.

2.1 Odd Isogenies in Edwards Form

In [29], Moody and Shumow presented `-isogeny formulas for odd ` on Edwards
curves. Let the subgroup F = 〈(α, β)〉 = {(0, 1), (±α1, β1), . . . , (±αs, βs)} be the
kernel of the desired `-isogeny, with ` = 2s+ 1 and (α, β) a point of order ` on
the curve Ed that generates F . Then

ψ(P ) =

∏
Q∈F

xP+Q

yQ
,
∏
Q∈F

yP+Q

yQ

 (4)

maps Ed to Ed′ , where d′ = B8d` and B =
∏s
i=1 βi.

If d is not a square in K, the affine addition law is defined everywhere. Note
that any odd isogeny from a curve with d not square maps to a curve with d′

not square, as for an odd ` d′ = B8d` is a square if and only if d is a square.
This implies that if we chain odd isogenies starting with the curve Ed with d not
a square in K, then the affine addition law will be defined for any pair of points
on any Edwards curve in the chain as they will all have a non-square coefficient.

The next proposition shows that the affine addition law is defined for all pairs
of points in an odd isogeny computation even if d is not a square in K.

Proposition 1. The affine addition law is defined for all point additions in the
EdSIDH protocol.

Proof. During the EdSIDH protocol, we need to evaluate each 3-isogeny three
times: on the current kernel point of order 3k for some k ≤ eA, and on Alice’s
public points PA, QA of order 2`A . When evaluating ψ(P ), we must compute
P +Q for all Q ∈ F (note that all such Q’s have odd order). These are the only
additions we need to do in order to compute an `-isogeny. We now consider a
few cases that cover these additions.

If P and Q both have odd order, then −Q also has odd order, and P − Q
must have odd order as the order divides lcm(ord(P ), ord(Q)). Therefore, it
cannot be equal to a point at infinity as they have order either 2 or 4. Thus, by
the categorization of exceptional points for the group law in section 1.2, we can
compute P +Q using the affine addition law.

Similarly, if P has even oder 2`A , we note that gcd(ord(P ), ord(−Q)) = 1
for all Q in the kernel of the 3 isogeny. Hence, we have that ord(P − Q) =



lcm(ord(P ), ord(−Q)) = lcm(ord(P ), ord(Q)). As ord(Q) is odd, this implies
P −Q is not a point of order 2 or 4 (if ord(Q) = 1 =⇒ Q = O, then the affine
addition law is always defined for P +Q).

Thus, in all cases, we can use the original addition law to compute and
evaluate a 3-isogeny.

We can use the affine addition law to derive explicit coordinate maps for a `-
isogeny with kernel F (where ` = 2s+ 1):

ψ(x, y) =

(
x

B2

s∏
i=1

β2
i x

2 − α2
i y

2

1− d2α2
iβ

2
i x

2y2
,
y

B2

s∏
i=1

β2
i y

2 − α2
ix

2

1− d2α2
iβ

2
i x

2y2

)

Moody and Shumow also presented an `-isogeny formula for twisted Edwards
curves. However, since each twisted Edwards curve is isomorphic to an Edwards
curve, and the even isogeny formulas presented later output Edwards curves
(with a = 1), one can use the isogeny formulas for Edwards curves (which are
slightly faster to compute).

2.2 Even Isogenies in Edwards Form

In [29], Moody and Shumow presented Edwards curves isogenies formulas for iso-
genies with kernel {(0, 1), (0,−1)}. We generalize their work in two ways. First,
we extend their formulas to work for 2-isogenies on completed twisted Edwards
curves with arbitrary kernels. Then we show how to calculate 4-isogenies on Ed-
wards curves. Finally, we consider methods for decreasing the computation cost
for even isogenies in EdSIDH.

Suppose we want to compute an isogeny with kernel 〈P2〉, where P2 is a point
of order 2 on Ea,d. We follow an approach similar to that given in [14]. Since
we already know how to calculate 2-isogenies with kernel {(0, 1), (0,−1)}, we
find an isomorphism that maps P2 to (0,−1) and then use one of Moody’s [29]
isogeny formulas.

Proposition 2. There exists an isomorphism between complete twisted Edwards
curves that maps a point P2 of order 2 to the point (0,−1).

Proof. We construct the desired isomorphism as follows. An isomorphism be-
tween the complete Edwards curve Ēa,d and the Montgomery curve EA,B :
By2 = x3 +Ax2 + x (in projective coordinates) is given in [7] by:

φ : ((X : Z), (Y : T )) 7→

{
(0 : 0 : 1) if ((X : Z), (Y : T )) = ((0 : 1), (−1 : 1))

((T + Y )X : (T + Y )Z : (T − Y )X) otherwise

φ−1 : (U : V : W ) 7→


((0 : 1), (1 : 1)) (U : V : W ) = (0 : 1 : 0)

((0 : 1), (−1 : 1)) (U : V : W ) = (0 : 0 : 1)

((U : V ), (U −W : U +W )) otherwise



where A = 2(a+d)
(a−d) , B = 4

(a−d) (and a = A+2
B , d = A−2

B ). This isomorphism maps

the point (0,−1) to (0, 0), and vice versa.
An isomorphism between Montgomery curves mapping any point (x2, y2)

of order 2 to (0, 0) and a point (x4, y4) doubling to it to the point (1, . . .) is
presented in [14, Equation (15)]:

φ2 : (x, y) 7→
(
x− x2
x4 − x2

,
y

x4 − x2

)
(5)

The new curve has equation E′ : B
x4−x2

y2 = x3 + 3x2+A
x4−x2

x2 + x.

Since φ, φ−1, and φ2 are isomorphisms, φ−1 · φ2 · φ is also an isomorphism.
Thus, we get an isomorphism mapping any point of order 2 to ((0 : 1)(−1 : 1))
on Ēa,d.

The resulting curve has coefficients

a′ =
[x2 + 2x4](a− d) + 2(a+ d)

4
d′ =

[5x2 − 2x4](a− d) + 2(a+ d)

4
,

where x2 and x4 are the x-coordinates of the point of order 2 and 4 on the Mont-
gomery curve. These coordinates can be retained from the isogeny computation,
and thus can be used here at no cost. The map (x, y) 7→ (x2 , y) maps the curve
Ea′,d′ to the curve E4a′,4d′ , thus removing the inversion. The curve coefficients
can thus be calculated in 2M .

By using projective coordinates, we can calculate this isomorphism in 14M
operations. Mapping a completed point to the Montgomery curve takes 3M
operations, and 2M operations if we only need the X,Z coordinates (as is the
case for the points of order 2 and 4), for a total of 7M to map all points to the
Montgomery curves. The isomorphism φ2 then takes 7M operations in projective
coordinates, and the isomorphism back to an Edwards curve does not involve any
addition. Thus, the total operations needed (ignoring addition and subtraction
as is usually done) is 14M operations.

To calculate an arbitrary 2-isogeny of Edwards curves, we can first use the
isomorphism presented above, and then apply one of the three Edwards curve
2-isogenies presented in [29].

2-isogenies on Edwards Curves. All 2-isogeny equations given by Moody and
Shumow [29] require the computation of a square root, which makes them ill-
suited to the SIDH framework, as many of them need to be calculated. However,
when we know a point P8 of order 8 such that 4P8 = (0,−1), we can find a
square root-free 2-isogeny formula for Edwards curves.

Consider a twisted Edwards curve Ea,d : ax2 + y2 = 1 + dx2y2. A birational
transformation sending Ea,d to the curve E : y2 = x3 + 2(a + d)x2 + (a − d)2x
is given by:

φ1 : (x, y) 7→
(

(a− d)
1 + y

1− y
, (a− d)

2(1 + y)

x(1− y)

)



By Vélu’s formulas [31], a 2-isogeny on this curve with kernel {(0, 0),∞} is
given by:

φ2 : (x, y) 7→
(
x2 + (a− d)2

x
, y
x2 − (a− d)2

x2

)
The equation for the resulting curve is

E′ : y2 = x3 + 2(a+ d)x2 − 4(a− d)2x− 8(a+ d)(a− d)2

Using one of the points of order 2 on this curve, we can map it to a curve of
the form y2 = x3 +ax2 +x. For instance, the point (2(a−d), 0) has order 2, and
the transformation (x, y) 7→ (x− 2(a− d), 0) maps the curve E′ to the curve

E′′ : y2 = x3 − 4(d− 2a)x2 + 16(a− d)x

Now, if we have a point of order 4 (r1, s1), the map φ3 : (x, y) 7→
(
s1x
r1y

, x−r1x+r1

)
maps to the curve x2 + y2 = 1 + d′x2y2, where d′ = 1− 4r31

s21
.

If we evaluate the point P8 of order 8 through the first three maps, we obtain
a point of order 4 on the curve E′′, since the 2-isogeny brings 4P8 = (0, 0) to the
identity point. Doing so, we can obtain explicit equations for a 2-isogeny.

Consider a point P8 = (α, β) of order 8 on the curve Ea,d (Note that P8 can
be written in affine form, as all singular points have order 2 or 4). Then we have
that

(α1, β1) =

(
(−4

β2(a− d)

β2 − 1
, 8

β(a− d)

α(1− β2)

)
is a point of order 4 on the curve y2 = x3− 4(d− 2a)x2 + 16(a− d)x. We obtain

d′ = 1+4β
4α2(a−d)
β2−1 . Thus, a 2-isogeny mapping the curve Ea,d to the curve E1,d′

is given by:

(x, y) 7→
(
xy

αβ
,
x(β2 − 1) + 4β2(a− d)

x(β2 − 1)− 4β2(a− d)

)
In the SIDH key-exchange calculations, a point of order 8 will be known for

all but the last two isogeny calculations, as we are calculating an isogeny with
kernel generated by a point of order 2eA , with eA large.

Recall that in the SIDH protocol, Alice selects an element RA = [mA]PA +
[nA]QA of the elliptic curve E of order 2eA, which generates the kernel of the
isogeny φA. She computes the isogeny iteratively, one 2 or 4 isogeny at a time.
Consider one step in this process:

Suppose R′A is a point of order 2eA−k on the curve E′, a k-isogeny of the
original curve E. For the next step in the iteration, Alice computes the points
R′′A = 2eA−k−3RA and 4R′′A = 2eA−k−1RA. We have that 4R′′A is a point of order
2 on the curve E′, with R′′A a point of order 8 above it. Thus, we can use these
points to calculate a 2-isogeny with kernel 4R′′A, as described above.



4-isogenies on Edwards Curves. Let us assume we are given a twisted Ed-
wards curve Ea,d and a point P4 on the curve of order 4. We want to calculate a 4-
isogeny on the curve with kernel generated by P4, without knowing a point of or-
der 8 that doubles to P4. We can do so as follows: Use the isomorphism presented
earlier to map P4 and 2P4 to ((1 :

√
a′), (0 : 1)), ((0 : 1), (−1 : 1)) respectively,

on some isomorphic curve Ea′,d′ . Then use the isomorphism (x, y) 7→ ( x√
a′
, y) to

map the curve to E1, d
′

a′
. Finally, compose the following two 2-isogeny formulas

of Moody and Shumow [29] to calculate the 4-isogeny:

φ1(x, y) 7→
(

(γ ± 1)xy,
(γ ∓ 1)y2 ± 1

(γ ± 1)y2 ∓ 1

)
φ2(x, y) 7→

(
i(ρ∓ 1)

x

y

1− d′y2

1− d′
,
d′ ∓ ρ
d′ ± ρ

ρy2 ± 1

ρy2 ∓ 1

)
that map E1,d to E1,d′ with d′ = (γ±1γ∓1 )2 and E1,d′ to E1,d̂ with d̂ = (ρ±1ρ∓1 )2,

where γ2 = 1 − d and ρ2 = d′, i2 = −1 in K. Note that d′ is, by definition, a
square in K and so the curve E1,d′ will have singular points and exceptions to
the group law.

Both isogenies have kernel {((0 : 1), (−1 : 1)), ((0 : 1), (1 : 1))} and the first
isogeny maps ((1 :

√
a′), (0 : 1)) to ((0 : 1), (−1 : 1)), so the composition is well

defined as a 4-isogeny with kernel generated by ((1 :
√
a′), (0 : 1)). Composing

the two equations for the curve coefficient, we get:

d̂ =

(
ρ± 1

ρ∓ 1

)2

=

(
(γ±1γ∓1 )± 1

(γ±1γ∓1 )∓ 1

)2

=

(
(γ ± 1)± (γ ∓ 1)

(γ ± 1)∓ (γ ∓ 1)

)2

which costs one square root and one inversion. The value of i =
√
−1 in K can

be computed and stored ahead of time to evaluate 4-isogenies.

3 EdSIDH Arithmetic

Here we describe our explicit formulas for fast isogenies of degree 2,3, and 4 for
Edwards curves.

3.1 Point multiplication by `

Let P be a point on our curve and ` an integer, and suppose we want to com-
pute `P . By [5], we know that the affine group law is always defined for point
doublings (even when d is a square in the field K). To compute this, we can use
a ladder algorithm, which takes n steps (where n is the number of bits of `),
each consisting of a doubling and a point addition.

On a projective curve, we know from [6] that we can double a point by
3M + 4S, and adding arbitrary points takes 10M + 1S + 1C. On complete
curves, doubling takes 5M + 4S + 1C, and addition takes 29M operations.



3.2 Computing 3-isogenies

In the case where a = 1 and d is not a square in K, Moody and Shumow
[29] presented a way to calculate a 3-isogeny in projective form with kernel
{(0, 0), (±A,B, 1)} at a cost of 6M + 4S + 3C. Generalizing to the case where
P3 = (α, β, ζ) is a point of order 3 (with A = α/ζ,B = β/ζ), and we want to
evaluate the 3-isogeny with kernel 〈P3〉 on a generic projective point (x, y, z), we
get the following equations for the evaluation of the 3-isogeny:

ψ(x, y, z) = (xzγ4(β2x2 − α2y2), yzγ4(β2y2 − α2x2), β2(γ4z4 − d2x2y2α2β2)))

It takes 13M + 9S operations to compute ψ(x, y, z). If we are evaluating the
isogeny at multiple points, we don’t need to recompute α2, β2, γ2, γ4, d2, thus
bringing the cost to 13M + 4S for each additional point evaluation.

We can compute the curve coefficient d′ = β8d3 by computing β8 = ((β2)2)2

and d3 = d2d for a total cost of 3S + 2M , or 4S + 2M if we didn’t evaluate the
isogeny ahead of time.

3.3 Computing 2-isogenies

Let us consider the 2-isogeny equation presented in section 2.2, where (α, β) is
a point of order 8 on the curve Ea,d.

(x, y) 7→
(
xy

αβ
,
x(β2 − 1) + 4β2(a− d)

x(β2 − 1)− 4β2(a− d)

)
We can compute it using 2I + 7M + 1S or I + 10M + 1S with a simultane-

ous inversion. Alternatively, we can define an equivalent version for completed
coordinates by representing x = X

Z , y = Y
T , α = A

ZP
, β = B

TP
:

((X : Y ), (Z : T )) 7→ ((XY ZPTP : ABZT ),

(X(B2 − T 2
P ) + 4B2(a− d)Z : X(B2 − T 2

P )− 4B2(a− d)Z))

Precomputing shared subexpressions allows us to compute this in 9M + 2S
operations. Combined with the 14M operations for the isomorphism bringing
any point of order 2 to (0,−1), we get a total of 23M + 2S operations.

We could also compute this isogeny using projective coordinates, where x =
X
Z , y = Y,Z, α = A

Z0
, β = B

Z0
:

(X : Y : Z) 7→ (XY Z2
0 , X(B2 − Z2

0 ) + 4B2Z(a− d),

Z2A2B2(X(B2 − Z2
0 )− 4B2Z(a− d)))

which can be computed in 7M + 3S operations. Combining this with the 14M
operations for the isomorphism bringing any point of order 2 to ((0 : 1), (−1 : 1))
and the map ((X : Z), (Y : T )) 7→ (XT, Y Z, TZ) (3M) that embeds a completed



point into a projective curve, we get a total cost of 24M + 3S (which is more
expensive than using completed coordinates).

The curve coefficient is given by d′ = 1 + 4β
4α2(a−d)
β2−1 . This can be computed

in 5M+1I operations. Combining this with the 2M operations used to compute
the curve coefficients from the isomorphism, we get a total of 7M+1I operations.

3.4 Computing 4-isogenies

Recall the 4-isogeny formulas presented in the section 2.2

φ1(x, y) 7→
(

(γ ± 1)xy,
(γ ∓ 1)y2 ± 1

(γ ± 1)y2 ∓ 1

)
that maps E1,d to E1,d′ with d′ = (γ±1γ∓1 )2 where γ2 = 1− d, and

φ2(x, y) 7→
(
i(ρ∓ 1)

x

y

1− d′y2

1− d′
,
d′ ∓ ρ
d′ ± ρ

ρy2 ± 1

ρy2 ∓ 1

)
that maps E1,d′ to E1,d̂ with d̂ = (ρ±1ρ∓1 )2, where ρ2 = d′, i2 = −1 in K. We can

rewrite these in P1 × P1, writing x = X
Z , y = Y

T as follows:

φ1((X,Z), (Y, T )) 7→ (((γ ± 1)XY,ZT ), ((γ ∓ 1)Y 2 ± T 2, (γ ± 1)Y 2 ∓ T 2))

and

φ2((X,Z), (Y, T )) 7→ (((i(ρ∓ 1)XT (T 2 − dY 2), Y ZT 2(1− d)),

((d∓ ρ)(ρY 2 ± T 2), (d± ρ)(ρY 2 ∓ T 2)))

We can compute φ1 in 7M operations, and φ2 in 13M operations. Adding the
cost of the isomorphism that brings our point of order 4 to ((1 :

√
a′), (0 : 1)),

we get a total cost of 34M to evaluate a 4-isogeny.
Due to the complete lack of symmetry between the x and y coordinates in

both the φ1 and φ2 maps, using projective coordinates takes even more opera-
tions than using completed coordinates (for instance evaluating φ1 in projective
coordinates would take 7M+2S to compute). Hence, the fastest way to evaluate
a 4-isogeny with points on projective coordinates would be to embed them in
the complete curve (no cost), evaluate the isogeny, and map them back to a
projective curve via the map ((X : Z), (Y : T )) 7→ (XT, Y Z, TZ) which takes
3M operations. The total cost is thus 37M operations.

Calculating the curve coefficient, given by ( (γ±1)±(γ∓1)
(γ±1)∓(γ∓1) )

2 with γ =
√

1− d
additionally requires 1R+ 1I + 1S.

Since computing 4-isogenies is significantly more expensive than computing 2-
isogenies due to the need to compute a square root, we propose using 2-isogenies
whenever a suitable point of order 8 is known. In practice, this means we will
only compute one 4-isogeny, at the very last iteration of isogeny computations.



Table 1. SIDH secret kernel generation cost per bit

Scheme Cost per bit

Kummer Montgomery [14] 9M + 6S
Kummer Montgomery [16] 6M + 4S

Edwards with Montgomery Ladder
Projective Edwards 13M + 5S + 1C
Complete Edwards 34M + 4S + 1C

Edwards with Window Method (k = 4)
Projective Edwards 5.5M + 4.25S + 0.25C
Complete Edwards 12.25M + 4S + 1C

4 EdSIDH Computation Cost

Here, we analyze the full complexity to use Edwards curves for SIDH. Notably, we
look at the cost of the large-degree isogeny computations, based on the operation
costs presented in section 3.

4.1 Secret Kernel Generation

In SIDH, the secret kernel is generated from the double-point multiplication
R = nP +mQ. However, as noted by [14], we can choose any such generator for-
mula, including R = P +mQ. This formulation for a double-point multiplication
greatly reduces the total cost of the double-point multiplication. In particular,
[14] describes a 3-point Montgomery differential ladder that can be used with
Montgomery coordinates, at the cost of two differential point additions and one
point doubling per step. Faz-Hernández et al. [16] recently proposed a right-to-
left variant of the 3-point ladder that only requires a single differential point
addition and a single point doubling per step.

For EdSIDH, a 3-point ladder is not necessary to perform R = P + mQ.
We can first perform the mQ computation and then simply finish with a point
addition with P . Two options to compute the mQ computation are the standard
Montgomery powering ladder [28] or the window approach [6]. The Montgomery
ladder is a constant set of an addition and doubling for each step, whereas the
window approach with a k-bit window performs k point doublings and then an
addition. In Table 1, we compare the relative costs per bit in the secret key for
this double-point multiplication. Note that this cost per bit does not include the
final point addition for P +mQ as this operation is a constant cost.

Thus, as we can see, there is a slight speed advantage with using projective
Edwards curves with the Window method. We note that there are some security
implications when using the window method instead of the Montgomery ladder,
which we do not discuss here.



4.2 Secret Isogeny Computation

The second part of the SIDH protocol involves a secret isogeny walk based on
the secret kernel. In this computation we chain isogenies of degree ` with kernel
points `e−i−1Ri. To efficiently calculate these kernel representations, we used the
combinatorics strategy from [14]. By using pivot points to traverse a one-way
acyclic graph, we can create an optimal strategy that represents the least cost
to compute the large-degree isogeny.

To evaluate our EdSIDH formulas against the known Montgomery formulas,
we computed the costs of our point multiplication by ` and isogeny evaluation
by `. Based on the relative cost, we computed an optimal strategy based on the
algorithm from [14]. We used this to calculate the total cost of a large-degree
isogeny for our Edwards isogeny formulas as well as the Montgomery formulas
from previous works. Table 2 compares the cost of various isogeny and elliptic
curve operations and Table 3 represents the full and normalized cost of a large-
degree isogeny for the primes listed. We chose the primes p503 = 22503159 − 1
and p751 = 23723239 − 1 which have a quantum security of 83 and 124 bits,
respectively.

As these tables show, Edwards arithmetic is a fair bit slower than Mont-
gomery arithmetic. Large-degree isogenies with base degree 2 or 3 appear to be
2-3 times slower and base degree 4 isogenies are about 10 times slower when
comparing Edwards to Montgomery. Interestingly, isogenies of degree 3 appear
to be more efficient than isogenies of degree 2 for Edwards curves.

Table 2. Affine isogeny formulas vs. projective isogenies formulas. For the first column,
the isogeny computations follow the form: 2P for point doubling, 2coef for finding a new
isogenous curve of degree 2, and 2pt for pushing an point through an isogeny of degree
2. For this work’s columns, the first column is for projective Edwards coordinates and
the second column is for completed Edwards coordinates.

Iso. Affine Proj. Affine Ed. (This Work)
Comp. Mont. [14] Mont. [12] Proj. Complete

2P 3M + 2S - 3M + 4S 5M + 4S + C
2coef I + 4M + S + C - I + 7M I + 7M
2pt 2M + 1S - 24M + 3S 23M + 2S
3P 7M + 4S 7M + 5S 13M + 5S + C -

3coef I + 4M + S + C 2M + 3S 2M + 4S -
3pt 4M + 2S 4M + 2S 13M + 9S -
4P 6M + 4S 8M + 4S 6M + 8S 10M + 8S + 2C

4coef I + 2M + C 4S R+ I + S R+ I + S
4pt 6M + S 6M + 2S - 34M



Table 3. Normalized complexities for a large-degree isogeny computation for different
coordinate schemes. We found the total cost of a large-degree isogeny for the formulas
in Table 2 over isogenies with base 2,3, and 4. We then converted these costs from
quadratic extension field arithmetic to the number of multiplications in the base prime
field for easy comparison. Notably, we assumed that SIDH arithmetic is in Fp2 with
irreducible modulus x2 + 1 (as is the case in known implementations) for efficient com-
putations.These are the total number of Fp multiplications (M̃), where Fp2operations

are converted as follows: R = 22dlog2peM̃ , I = 10M̃ , M = 3M̃ , S = 2M̃ , and C = 2M̃ .
We assumed an inversion was performed with extended Euclidean algorithm and the
square root required two large exponentiations.

Large-Degree Affine Proj. Affine Ed. (This Work)
Isogeny Mont. [14] Mont. [12] Proj. Complete

2250 27102M̃ - 87685M̃ 97841M̃

3159 29686M̃ 28452M̃ 65355M̃ -

4125 22617M̃ 24126M̃ 181582M̃ 191278M̃

2372 42516M̃ - 140454M̃ 155450M̃

3239 47650M̃ 45864M̃ 105469M̃ -

4186 36118M̃ 38842M̃ 385756M̃ 384732M̃

5 Conclusions and Future Work

In this paper, we investigated employing Edwards curve for the supersingular
isogeny Diffie-Hellman key exchange protocol and provided the required arith-
metic and complexity analyses. Edward curves are attractive in the sense that
they provide extra security benefits by having complete and unified addition
formulae, which are not offered by Weierstrass and Montgomery forms.

Furthermore, we have seen that there are simple and elegant odd isogenies for
Edwards curves. We note that an EdSIDH protocol with two odd primes would
preserve a non-square curve coefficient and the completeness of the (simple)
curve Ed for every isogeny computation. Because of this and the simple and fast
formulas for odd isogenies presented, we suggest that Edwards curves would be
a good choice for an odd-primes only implementation of SIDH.

Moving forward, we encourage cryptographic implementers to further inves-
tigate the performance of EdSIDH proposed in this paper for a fair and proper
comparison to their counterparts. Integration of these formulas into SIKE [18]
and static-static SIDH-like schemes [3] could also be interesting. Lastly, we will
be following advances in side-channel attacks on isogeny-based schemes, such as
those proposed in [21, 20], to see if our scheme will provide additional defense
against such methods.
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